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I N T E R E S T S

A research scientist at Qualcomm AI Research (Senior Staff and Manager) where I am a technical team lead focusing onConditional Computation for efficient deep learning. My primary research focus lies in the realm of efficient DeepLearning for LLMs and Computer Vision. My recent research works have been in the areas of Efficient LLMs, Efficient(Latent) Reasoning, Mixture-of-Experts, Multi-Task Learning, and Continual Learning published as conference papers atNeurIPS, ICML, ICLR, CVPR, ECCV, etc. I am experienced in and enjoy managing people (7y in the industry). I was theorganizer of the Qualcomm Innovation Fellowship Program in Europe between 2019-2023. Previously, I obtained myPhD at the Diagnostic Image Analysis Group, Radboud University, the Netherlands, where I worked on the developmentof ML algorithms for breast cancer diagnostics. During my PhD, I also organized the CAMELYON16 challenge. In 2016, Iwas a visiting researcher at Harvard University.
P R O F E S S I O N A L E X P E R I E N C E

Q U A LC O M M A I R E S E A R C H Te c h n i c a l t e a m Le a d , S e n i o r St a f f E n g i n e e r & M a n a g e r
* Amsterdam, The Netherlands z Nov 2023 – Present
• Team lead - Efficient LLM & MLLM, Efficient (Latent) Reasoning, Mixture-of-Experts
Q U A LC O M M A I R E S E A R C H Te c h n i c a l t e a m Le a d , St a f f E n g i n e e r & M a n a g e r
* Amsterdam, The Netherlands z Nov 2019 – Nov 2023
• Team lead - Conditional Computation for Efficient Deep Learning
Q U A LC O M M A I R E S E A R C H S e n i o r E n g i n e e r
* Amsterdam, The Netherlands z Apr 2018 – Nov 2019
• Deep Learning Research Scientist
M A P S C A P E B .V. D e e p Le a r n i n g E n g i n e e r
* Eindhoven, The Netherlands z Oct 2017 – Mar 2018
• Deep Learning and Computer Vision for Autonomous Driving
E D U C A T I O N

P H . D. I N M AC H I N E L E A R N I N G & M E D I C A L I M AG E A N A LYS I SR a d b o u d Un i ve r s i t y Me d i c a l C e n t e r , N i j m e g e n , T h e Ne t h e r l a n d s z Apr 2013 – Jun 2017
V I S I T I N G S C H O L A RHa r v a rd Un i ve r s i t y , B o s t o n , Ma s s a c h u s e t t s , U SA z Jun 2016 – Nov 2016
M . S C . I N E L E C T R I C A L E N G I N E E R I N GC h a l m e r s Un i ve r s i t y o f Te c h n o l o g y, G o t e b o rg , Sw e d e n z May 2010 – Dec 2012
B . S C . I N E L E C T R I C A L E N G I N E E R I N GUn i ve r s i t y o f G u i l a n , R a s h t , G u i l a n , I r a n z 2004 – 2008
S E L E C T E D P R O J E C T S

Q U A LC O M M A I R E S E A R C H Te c h n i c a l Le a d f o c u s i n g o n Ef f i c i e n t L L M a n d V L L M m o d e l s .
* Amsterdam, The Netherlands z May 2023 - Present
• Mixture of Cache-Conditional Experts for Efficient Mobile Device Inference TMLR 2025

https://linkedin.com/in/babakint
https://babakint.com
https://scholar.google.se/citations?user=Qk-AMk0AAAAJ&hl=en&authuser=1
https://openreview.net/forum?id=ul4W26KEKz


• Refactorizing LLMs as Router-Decoupled Mixture of Experts with System Co-Design NeurIPS 2024
• Efficient Mixture-of-Experts for mobile devices with limited DRAM NeurIPS 2024 Expo Demo and Under review
• Think Big, Generate Quick: LLM-to-SLM for Fast Autoregressive Decoding ICML 2024 (ES-FoMo II workshop)

Q U A LC O M M A I R E S E A R C H Te c h n i c a l Le a d f o c u s i n g o n C o n d i t i o n a l C o m p u t a t i o n f o r Ef f i c i e n t D L
* Amsterdam, The Netherlands z Jan 2022 - June 2024
• InterroGate: Learning to Share, Specialize, & Prune Representations for MTL BMVC 2024
• Scalarization for Multi-Task and Multi-Domain Learning at Scale NeurIPS 2023
• MSViT: Dynamic Mixed-Scale Tokenization for Vision Transformers ICCV2023 (NViT workshop)
• Conditional Compute for On-device Video Understanding at NeurIPS Expo Demonstrations
• Revisiting single-gated Mixtures of Experts published at BMVC2022.

Q U A LC O M M A I R E S E A R C H Ef f i c i e n t D e e p M o d e l s f o r V i d e o P r o c e s s i n g
* Amsterdam, The Netherlands z Oct 2020 - Dec 2021
• SALISA: Saliency-Based Input Sampling for Efficient Video Object Detection published at ECCV2022.
• FrameExit: Conditional early exiting for efficient video recognition published at CVPR2021 (Oral paper).
• Skip-convolutions for efficient video processing published at CVPR2021.
• Spatio-Temporal Gated Transformers for Efficient Video Processing at NeurIPS2021 (ml4ad workshop).

Q U A LC O M M A I R E S E A R C H C o n d i t i o n a l C o m p u t a t i o n f o r C o n v o l u t i o n a l N e u r a l N e t w o r k s
* Amsterdam, The Netherlands z May 2018 - Oct 2020
• Conditional Channel Gated Networks for Task-Aware Continual Learning published at CVPR2020 (Oral paper).
• Batch-shaping for learning conditional channel gated networks published at ICLR2020.

H A RVA R D U N I V E R S I T Y D e e p l e a r n i n g f o r D i a g n o s i n g B r e a s t C a n c e r P a t i e n t s
* Boston, MA, USA z May 2016 - Dec 2016
• Development of a deep learning system for diagnosing breast cancer patients (see publications 2017a and 2017b).
• This work was in Collaboration with NIH, and Mayo Clinic.
• Developed cascade of deep learning models that enables prediction of future invasive breast cancer occurrenceamong patients which are potentially at high risk of developing breast cancer.

R A D B O U D U N I V E R S I T Y Le a d o r g a n i z e r o f C A M E LYO N 1 6 M a c h i n e Le a r n i n g C h a l l e n g e
* Nijmegen, The Netherlands z May 2016 - Dec 2016
• The challenge gathered participants from all around the world including Google, Harvard, MIT, etc.
• Performed thorough analysis of Deep Learning algorithms and comparison to expert pathologists.
• Publication at JAMA with 3300+ citations.
• Extensive coverage in over 30 well-known websites and media (e.g. Yahoo News, NOS.nl).
• Highlighted in the White House AI strategic planning report (page 17).

R A D B O U D U N I V E R S I T Y M a c h i n e l e a r n i n g f o r B r e a s t C a n c e r D i a g n o s i s
* Nijmegen, The Netherlands z Apr 2013 - Mar 2016
• Co-authored “A survey on deep learning in medical image analysis” published at MEDIA with ∼13,000+ citations.
• Development of context-aware stacked convolutional neural networks to efficiently improve the inclusion of moreimage context for Whole-slide Image processing published at Journal of Medical Imaging.
• Development of an ML model based on graph theory-based clustering for the detection of pre-invasive cancer (DCIS)in giga-pixel pathology images published at IEEE Transactions in Medical Imaging.
• Development of the first Whole-slide image color standardization published at IEEE Transactions in Medical Imaging.

• The first algorithm to standardize giga-pixel pathology images (Source code, Executable).
• Garnered lots of interest among companies and academic institutions and is widely being used by many researchers.
• Using my algorithm, the team from Harvard & MIT improved its rank from 4th to 1st in CAMELYON16 challenge.

https://openreview.net/pdf?id=i8JaxY7tDI
https://www.qualcomm.com/news/onq/2024/12/qualcomm-at-neurips-2024-ai-research-demos-papers
https://arxiv.org/pdf/2412.00099
https://arxiv.org/pdf/2402.16844
https://bmva-archive.org.uk/bmvc/2024/papers/Paper_54/paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/368559ed8ede03b21f624feaeb3a5867-Paper-Conference.pdf
https://openaccess.thecvf.com/content/ICCV2023W/NIVT/papers/Havtorn_MSViT_Dynamic_Mixed-Scale_Tokenization_for_Vision_Transformers_ICCVW_2023_paper.pdf
https://www.youtube.com/watch?v=KuAx9xY235o&ab_channel=QualcommResearch
https://bmvc2022.mpi-inf.mpg.de/0736.pdf
https://link.springer.com/chapter/10.1007/978-3-031-20080-9_18
https://openaccess.thecvf.com/content/CVPR2021/papers/Ghodrati_FrameExit_Conditional_Early_Exiting_for_Efficient_Video_Recognition_CVPR_2021_paper.pdf
https://openaccess.thecvf.com/content/CVPR2021/papers/Habibian_Skip-Convolutions_for_Efficient_Video_Processing_CVPR_2021_paper.pdf
https://ml4ad.github.io/files/papers2021/Spatio-Temporal%20Gated%20Transformers%20for%20Efficient%20Video%20Processing.pdf
https://openaccess.thecvf.com/content_CVPR_2020/papers/Abati_Conditional_Channel_Gated_Networks_for_Task-Aware_Continual_Learning_CVPR_2020_paper.pdf
https://openreview.net/pdf?id=Bke89JBtvB
https://www.nature.com/articles/s41379-018-0073-z
https://ieeexplore.ieee.org/abstract/document/7950668
https://jamanetwork.com/journals/jama/article-abstract/2665774
https://obamawhitehouse.archives.gov/sites/default/files/whitehouse_files/microsites/ostp/NSTC/national_ai_rd_strategic_plan.pdf
https://www.sciencedirect.com/science/article/abs/pii/S1361841517301135
https://www.spiedigitallibrary.org/journals/journal-of-medical-imaging/volume-4/issue-4/044504/Context-aware-stacked-convolutional-neural-networks-for-classification-of-breast/10.1117/1.JMI.4.4.044504.short?SSO=1
https://ieeexplore.ieee.org/abstract/document/7447814
https://ieeexplore.ieee.org/abstract/document/7243333
https://github.com/computationalpathologygroup/WSICS
https://github.com/computationalpathologygroup/WSICS/releases


H O N O R S A N D A W A R D S

Third highest cited (2000+) work in JAMA z 2020
In 2020, with 2000+ citations (currently 3500+), my paper on “Diagnostic assessment of deep learning algorithmslymph node metastases detection” was among the top 3 most cited works of the Journal of American MedicalAssociation (Impact Factor 157) over the past 3 years.
Highest cited survey on Deep Learning for Medical Imaging (∼13,500 citations) z 2017
Contributed (third author) to the highest cited survey in deep learning medical imaging to date.
Finalist nomination for Wetenschaps- en Innovatieprijs 2019 z 2019
Finalist nomination for the Wetenschaps- en Innovatieprijs 2019 of the Federation of Medical Specialists in theNetherlands for my project on artificial intelligence in breast cancer diagnosis.
MedicalPhit Innovation Award of 2016 z 2016
Won the best MedicalPhit Innovation Award of 2016 in the Netherlands for the study of the use of artificialintelligence in detecting metastases in breast cancer patients.
Awarded research grants z 2016
Awarded research grants from BeckLab, Harvard Medical School (2016), Radboud university (2016), Chalmers andUppsala Universities (2012)
Master’s degree with honors z 2013
GPA 5.0/5.0 at Chalmers University of Technology.

I N T E R E S T S

Efficient Langauge Modeling, Conditional Computation for Deep Neural Networks, Multi-task Learning, ContinualLearning, Efficient Deep Learning and Sparsity, Autonomous Driving, and Medical Imaging.
S K I L L S

Programming languages Libraries Languages

• Python
• C/C++
• R
• Matlab

• Deep Learning: Pytorch,Tensorflow, Keras, Theano
• Computer Vision: OpenCV,scikit-image, scikit-learn, matplotlib

• English (fluent)
• Persian (native)
• Dutch, Swedish, Italian (basic)

P U B L I C A T I O N S

The full list of my peer-reviewed publications can be found on my google scholar page.
I N V I T E D T A L K S

• GHOST Day: Efficient Deployment of Large Language Models on Edge Devices at GHOST Day (Applied MachineLearning Conference), Poznan, Poland (2025).
• Cisco Meraki’s GenAI: Efficient LLM inference on-device (2025).
• Apple’s Efficient LLM reading group: Efficient inference of Mixture-of-Experts LLMs on-device (2025).
• DeepLearn 2023 Spring: Course lectures on Conditional Computation for Efficient Deep Learning at the 9thInternational School on Deep Learning in Bari, Italy.
• ELLIS PhD and Postdoc Summit, Keynote talk at the ELLIS PhD and Postdoc Summit (kick-off program), 2021.
• TWIML AI: Podcast interview with Sam Charrington from TWIML AI on Conditional Computation.
• Broad Institute of MIT and Harvard, “Practical recommendations for training convolutional neural networks”, MIASeminar: Modeling, Inference, algorithms, 2017, USA, (Video link).

https://demedischspecialist.nl/camelyon16-challenge-pathologie
https://www.radboudumc.nl/en/nieuws/2016/innovation-award-for-camelyon16
https://scholar.google.nl/citations?user=Qk-AMk0AAAAJ&hl=en
https://ghostday.pl/speakers/
https://ghostday.pl/speakers/
https://deeplearn.irdta.eu/2023sp/blog/speakers/babak-ehteshami-bejnordi/
https://ellis.eu/events/ellis-phd-and-postdoc-summit-c01d2544-0168-4a05-b7a0-87898e405312
https://twimlai.com/twiml-talk-385-channel-gating-for-cheaper-and-more-accurate-neural-nets-with-babak-ehteshami-bejnordi/
https://www.youtube.com/watch?v=sxkDzbtIJ5g&ab_channel=BroadInstitute


• Dutch Society for Pattern Recognition and Image Processing, “Automatic detection of ductal carcinoma in situ inwhole slide histopathological images”, Eindhoven, The Netherlands, 2015.
• European Congress on Digital Pathology, “An algorithm for reducing stain variability in scanned histological slides”,Paris, France, 2014.
O T H E R A C A D E M I C / I N D U S T R Y E X P E R I E N C E S

• Qualcomm Innovation Fellowship: Co-lead in the organization of the Qualcomm Innovation Fellowship (QIF) programin Europe from 2019 to 2023.
• Deep learning workshop lecturer: Co-organizer and lecturer at deep learning workshop at Radboud University, theNetherlands (2016).
• Member of Broad Institute of MIT and Harvard, Boston, Massachusetts, USA (Jul 2016 – Jul 2017).
• Supervision and teaching experience: Supervised more than ∼10 master students of computer science and artificialintelligence for their course/master thesis project. Supervised 5 Ph.D. students for their internship/Qualcommfellowship projects. I was also a teaching assistant for the course “Computer Aided Diagnosis” at Radboud Universitybetween 2013 and 2016.

https://www.qualcomm.com/research/university-relations/innovation-fellowship/2023-europe

